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A recurrent neural network, modified to handle highly incomplete training data is described. Unsuper-
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1. Introduction

With the increasing volumes of data at one’s
disposal, and with ever increasing computational
power, data mining methods have become a useful
approach in finding previously unsuspected trends in
data. Such methods have been successfully applied
to credit card fraud detection,® market basket
analysis,? classifying documents into categories® and
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many other applications.* A data mining approach
has the potential to find new patterns in the data
which may never have been suspected to exist, in
particular when manual inspection is not practical.
This article proposes a new approach to unsuper-
vised pattern recognition. The aim of this method is
to identify groups of attribute values related through
some unknown, underlying concept. In particular we
are interested in situations where the full concept
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may never have been observed and thus recognition
must be based on partial (and often noisy) observa-
tions. The method accomplishes this by identifying
sets of attribute values with overall high levels of
pairwise interdependency.

In analyzing adverse drug reaction (ADR)
databases, it is valuable to find and characterize
syndromes and other large concepts. A syndrome
is a cluster of symptoms that reliably co-occur and
identify subtypes of patients who are homogeneous.®
Thus, the individual ADR terms that make up a syn-
drome are not necessarily strongly associated with
the drug causing the syndrome, but should have some
association to the other symptoms in the syndrome.
Previous work in this area has focused on search-
ing the database for complete observations of groups

67 (i.e., cases where

of co-occurring attribute values
all the symptoms of interest are reported together).
However for large concepts it is very rare that all
attribute values occur in a single observation. For
example, in the world’s largest ADR database, there
are well characterized syndromes where the full set
of symptoms has never been reported on a single
case report.® The identification of underlying con-
cepts from incomplete observations would also be of
use in other applications throughout the area of mar-
ket basket analysis.

Hopfield networks are efficient models for compu-
tation that have previously been successful at pat-
tern recognition. However, for unsupervised pattern
recognition on the large and very sparse data sets
that are studied in this work, the standard Hopfield
network does not perform well: only the two triv-
ial patterns where either all nodes are active or all
nodes are inactive are found. This is due to the high
degree of co-inactivity between the nodes in such
data, which leads to positive weights between all
possible nodes in the standard Hopfield network. In
contrast, a variant of the Hopfield network referred
to as the recurrent Bayesian Confidence Propagation
Neural Network (BCPNN)? uses weights which are
less sensitive to co-inactivity of nodes and thus has
the potential for efficient pattern recognition even for
large and sparse data sets.

A feedforward BCPNN has been in routine use
since 1998 for the detection of ADR signals in
the WHO database,'® and can also be used as a
Bayes classifier.” The recurrent BCPNN has previ-
ously been used to recall known prototypes,'! but

here we present methods for unsupervised pattern
recognition including changes to the recall phase
of the algorithm that allows for better handling of
incomplete training data.

We demonstrate the effectiveness of the recur-
rent BCPNN for unsupervised pattern recognition
by applying it to real data — the WHO database of
ADR reports. To give further insight into the per-
formance of the method, we show its use in finding
patterns in a set of simulated data sets, designed as
models of the WHO database, but with known prop-
erties. Additionally we compare the performance of
the recurrent BCPNN with that of AutoClass.'?
There is no standard comparison method for this
particular application, but AutoClass is a standard
method for clustering,'® and examination of its out-
put class profiles gives similar information.

2. The Recurrent BCPNN

The variant of the recurrent BCPNN on which the
algorithm in this article is based was described by
Lansner and Ekeberg.!! Specifically, the activation
levels in the recurrent BCPNN are graded between
0 and 1, and the transfer function is a truncated
exponential. The nodes do not have recurrent self
connections and the weight matrix is by definition
symmetric. This type of network works as an itera-
tive fixed point solver for pattern association.!!

The weights in the BCPNN are called Infor-
mation Components (/C).° IC;; is a measure of
the degree of association between attribute values
i and j, and is defined as:

ICy; = logy 222 (1)

bipj

where p; is the marginal probability of attribute
value 7, p; is the marginal probability of attribute
value j and p;; is the joint probability of ¢ and j
combined.

2.1. Training

The recurrent BCPNN has two modes of operation:
training and recall. In training mode the marginal
counts ¢; and ¢; (the number of occurrences of each
attribute value), the joint counts ¢;; (the number of
co-occurrences of each pair of attribute values) and
the total number of cases N are computed.

The weights for the network are then calculated
based on (1) using maximum likelihood estimates



Fig. 1. Schematic description of a simple recurrent
BCPNN.

for the probabilities p;, p; and p;; if ¢;; > 0. If
¢ij = 0, the IC is (for computational stability) set
to a large negative number (here to log, 1/N, so that
the IC values for combinations with ¢;; = 0 are equal
to the smallest possible IC' value for a combination
with ¢;; > 0):
0 ¢ =0 and/or ¢; =0
IC;; = {logy 1/N  ¢ic; >0 and ¢;; =0,

N :
log, %4 otherwise
2 CL'C]'

The maximum number of patterns that can be
stored in a one layer recurrent neural network for a

given number of nodes (K) has been derived analyt-
15.

Zinax = 0.13 - (&)2. (2)

2.2. Recall

ically as

Let m; denote the current activation level of node
and let u; = log, m;. The update equations for the
recurrent BCPNN are!!:

dui
dt :6i+;ICij7Tj7ui (3)
= 2”1(0 uz(t) <0

where IC}; is the weight between nodes ¢ and j as
defined in (1) and where 3; is an external input
(below referred to as the stimulus).

The recall phase for the recurrent BCPNN con-
sists of two consecutive relaxations of the network
with different values of ;. In each relaxation, the
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network is iterated to stability based on an Euler
forward approximation to the differential equation
above. In the first relaxation, 8; = logy x; where
x = {x1,...,xK} is a given input pattern. In the
second relaxation [3; = logy f; where f; is the aver-
age frequency for node 4 in training data (f; = ).
The fixed point in the first relaxation is typically
“between” the input pattern and the fixed point in
the second relaxation. (To avoid log0, any x; or f;
equal to zero is replaced by 1/N in the calculation
of ﬁz)

Each relaxation is deterministic, and the conver-
gence to a fixed point has been proven.'* The pos-
sible fixed points are local minima to the following

Lyapunov energy function:

E = —%Zlcijﬂ'iﬂ'j —Zﬁiﬂ'i
2,7 )

+ Z/o logy x dz. (4)

3. Unsupervised Pattern Recognition
with the Recurrent BCPNN

Earlier, the recurrent BCPNN has been used for
supervised pattern recognition.’! Supervised pattern
recognition with the recurrent BCPNN requires the
true classes to be known for the training data, and
the aim of the recall phase is to classify noisy new
observations. The external input in each recall is thus
the noisy observation to be classified.

In unsupervised pattern recognition, the recur-
rent BCPNN is trained on noisy and incomplete
observations from the underlying classes, but the
class labels are unknown. The aim of the recall phase
is to extract information about the underlying classes
based on the imperfect observations in training data.
An important choice is how to set the external input
for the recall phase. One possible approach is to use
each of the noisy observations in the training data
as external input in consecutive recall phases. This
often requires a large number of recall iterations to be
carried out. In addition, with a high degree of incom-
pleteness in the training data, there is the risk that
this approach will only yield the trivial pattern where
all nodes have activities equal to their mean frequen-
cies in training data (we refer to this as the empty
pattern). An approach that seems to work better in
practice is as follows:
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1. As initial external input pattern use the nodes’
average frequencies in the training data scaled to
the interval 0-1.

2. After each recall, update the external input pat-
tern by setting any nodes with activity greater
than 0.5 in a recalled pattern to 0 in the updated
external input pattern; then rescale to the 0-1
interval.

Pseudo code for the algorithm is presented in
Tables 1 and 2. The idea is to start with an external
input pattern that is likely to be close to some fixed
point other than the empty pattern, and to modify
external input before each new recall so that the risk
of ending up in the same fixed point twice is small.

When the associations in the data set are weak
and the average node activities low, the recurrent
BCPNN approach may fail to find any interesting
fixed points, because the empty pattern is the only
local minimum to the energy function. In this arti-
cle we show that for such data sets, the interesting
patterns may be found by introducing an activation
modifier v in the update equation:

dui
dt

J

Table 1. Pseudo code for the find_patterns
algorithm.

P=find_patterns(y,IC)

-y is a K-by-1 matrix containing the average
frequencies in the training data for each node

- N is the total number of cases in the training
data

- IC is a K-by-K matrix of weights between nodes

% Define initial input pattern
xX=y

x = x — min(x)

x = x/ max(x)

Set v to the smallest value between 0 and 2 so that
p=recall(IC,y,N,x,y) results in max(p) > 0.5

p=recall(IC,y,N x, v)
while(max(p) > 0.5 & p not in P)
Store p in P
% Modify input pattern
x(find(p > 0.5))=0
X = X — min(x)
x = x/ max(x)
p=recall(IC,y,N x,y)
end
return P

Table 2. Pseudo code for the recall algorithm used
by find_patterns.

p=recall(IC,y,N x, 7)

-y is a K-by-1 matrix containing the average
frequencies in training data for each node

- N is the total number of cases in the training
data

- IC is a K-by-K matrix of weights between nodes

- x is a 1-by-K vector with the input pattern

- 7 is the activation modifier

% Euler forward time step

s =0.01

% For computational stability
§ = max(y, 1/N)

x = max(x,1/N)

% Initialization

=20

u = logy 1/N

% First relaxation
B = logy x

t=p+~v+7n-IC

while(max(|u — t]) > 0.001)
t=8+~+n-IC
= 2(u7:+5‘(t7:—ui))7w
u = logy, 7

end

% Second relaxation

B =logay

t=8+~vy+n-IC

while(max(|u — t]) > 0.001)
t=pF+~v+n-IC
7y = 2l (b)), g
u = logy, T

end

return p

Only positive v values are used. The purpose
of ~ is to benefit node activity. Compared with
the original energy function, the modified energy
function:

E= *%chijﬂﬂj - Zﬁﬂfi *’YZW
irj i i
+ Z /O mlongdz (6)

has a term ) . m; that lowers the energy more for
configurations with high node activity. Because
does change the energy function, the use of a non-
zero 7 is limited to data sets where no patterns other
than the empty pattern can be found with v = 0. For
each data set, 7 is therefore set (through use of an



interval bisection algorithm) to the smallest possible
value for which a pattern other than the empty pat-
tern is first recalled with the above defined search
procedure. In order to preserve the similarity with
the original energy function, only ~ values smaller
than 2 are allowed.

3.1. Computational requirements

Training of the recurrent BCPNN requires only a sin-
gle pass over data. For each instance in the data set,
it needs to update a subset of the K?/2 counts ¢;;
(those that are non-zero). Therefore its time com-
plexity is:

O(NK?) (7)

(in fact often better, depending on the sparsity of
data). All counts ¢;; are stored in memory, so the
memory requirements scale as:

O(K?) (8)

(in fact often better, depending on the sparsity of
data).

The time complexity of the recall phase of the
recurrent BCPNN is more difficult to determine. It
has previously been estimated to be O(K log K),!
but this was under the assumption that the number
of active nodes in each prototype pattern was less
than or equal to log K. Without this requirement,
the time complexity estimate must be adjusted to
O(K?). The setting of v necessary for unsupervised
pattern recognition requires a binary search with pre-
cision € in the interval 0 to 2, where for each value
of v, a full recall must be performed. The time com-
plexity of this binary search is log, € so the total time
complexity for setting v is equal to:

O(K?*logy€). 9)

This term dominates the time complexity for the
full recall phase in unsupervised pattern recognition
since our experiments do not indicate any depen-
dence on K or N of the number of recalls required for
each data set. As for the training phase, the memory
requirements of the recurrent BCPNN recall phase
scale as:

O(K?). (10)

4. AutoClass

AutoClass is a Bayesian clustering algorithm, based
on mixture models and expectation maximization
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(EM) iteration.'? Clustering is the attempt to find a
natural partitioning of cases in a data set into groups.
AutoClass was originally developed to interpolate
raw data from interplanetary probes and deep space
explorations,'® and both AutoClass and its deriva-
tives have been applied to other areas such as classi-
fication of bacteria.'”

For a specified number of classes, AutoClass
starts by randomly assigning cases to classes and
then estimates the relevant parameters of each
class; thus, initial class profiles are determined. Cases
are then reclassified and class profiles updated. This
is repeated until convergence, and the whole process
is repeated for differing numbers of classes. Auto-
Class then determines the optimal number of classes
using Bayesian inference.

In the context of this paper, AutoClass’s partiti-
tioning of data is not of primary focus. Instead we are
interested in the estimated probabilities for different
attribute values of cases in each class.

In our experiments we used AutoClass C. This is
a public domain implementation of AutoClass, which
can be downloaded from the Internet.'®

4.1. Computational requirements

For AutoClass, the training phase involves the scan-
ning of data and the full expectation maximization
iteration. The recall phase on the other hand is triv-
ial: it consists of inspecting the final cluster profiles.

In contrast to the recurrent BCPNN, the training
of AutoClass requires a pass over data for each expec-
tation maximization iteration step. Since AutoClass
iterates over different numbers of classes (IV.), tries
several different starting points for each specified
number of classes (Niies) and in addition requires
a large number of cycles (Ncpt) for each try in order

to converge, its time complexity is 1°:

O(NKN ¢NiriesNept ) (11)

In the training phase of AutoClass, the entire
data set is stored in memory, so the memory require-

ments scale as'?:

O(NK). (12)

The memory requirements for AutoClass could
be improved to O(N.K) by modifying the standard
implementation, but this would adversely affect the
already long run-times.
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5. Syndrome Detection in the
WHO Database

The WHO database is constantly monitored to
find previously unsuspected ADRs. In June 2002
the database contained 2.8 million suspected ADR
reports, collected from 67 countries. Most of the vari-
ables are discrete valued. The benefit of a data set
of adverse reaction experiences with international
coverage, for all marketed products, with data col-
lected from 1967 is clear.2? It is an attractive pos-
sibility to search this database for more complex
and unexpected effects of combinations of drugs
and ADRs.

The antipsychotic drug haloperiol has well char-
acterized syndromes associated with it, and thus
haloperidol reports were selected as a suitable sub-
set of the WHO database for testing. The common
literature source Martindale?! describes five syn-
dromes: the neuroleptic malignant syndrome (NMS),
parkinsonism, acute dystonia, tardive dyskinesia and
akathisia. To examine scalability, the larger data set
of all antipsychotics reports was also examined in a
separate experiment.

5.1. Method

The variables considered in these experiments are
the 1887 ADR terms in the WHO adverse reac-
tion terminology. Out of these, 721 had actu-
ally been reported together with haloperidol and
1391 had been reported together with any of the
antipsychotics. There are 8902 case reports in the
haloperidol data set, and 100083 case reports in
the antipsychotics data set. These data sets can be
regarded as matrices, where each row represents a
specific case and each column represents a specific
ADR term.

Both the recurrent BCPNN and AutoClass were
run on these two data sets. To improve efficiency, any
non-occurring ADR terms were dropped from the
input data. For AutoClass to converge on these data
sets, we had to use a less strict convergence criterion
(referred to as “converge” in the AutoClass C manual
pages) recommended for exploratory data analysis.
To be able to run AutoClass on the antipsychotics
data set (1391 terms), we also changed the maxi-
mum number of attributes from the default 1000 to
10000. The only restriction on the number of classes
was that there should be more than one.

Table 3. The first pattern produced by the
recurrent BCPNN for the haloperidol data.

Adr no Adr name

A1202 Neuroleptic malignant syndrome
A0116 Hypertonia

A0725 Fever

A0154 Tremor

A0092 Confusion

A0791 Creatine phosphokinase increased
A0163 Agitation

A0091 Coma

A0093 Convulsions

A0224 Tachycardia

A0151 Stupor

A0210 Hypertension

A0043 Sweating increased

A0280 Dysphagia

A0576 Leukocytosis

A0156 Urinary incontinence

A0507 Apnoea

5.2. BCPNN results

For the haloperidol data set, the recurrent BCPNN
produced thirteen output patterns that consist of
between 4 and 17 ADR terms. The first output pat-
tern recalled is made up of 17 ADR terms, i.e., 17 of
the 1887 ADR terms were highlighted as members of
this pattern. This first pattern is discussed in detail
as an example of the clinical relevance of the work,
and is listed in Table 3.

This first pattern includes the following symp-
toms: creatine phosphokinase increased, fever, death
and hypertonia, which are typical of the NMS.?2
The NMS is a well-known characteristic set of symp-
toms constituting a reaction to haloperidol and other
antipsychotic treatments, and the pathology of the
disease is well characterized.?! Some of the other
reactions in Table 3 such as agitation and stupor can
be considered precursors of the syndrome.?? There-
fore while the related clinical signs and symptoms
are not listed in all literature search sources as being
part of the NMS they are reasonably present as
part of the pattern. Dysphagia was the only ADR
term listed in the output pattern, which was nei-
ther listed in standard reference sources as a symp-
tom of NMS, nor as a precursor. There are, however,
literature reports of suspected haloperidol induced

dysphagia,?* 26 some of which refer to dysphagia as
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Table 4. The upper table displays joint counts c¢;; for all pairs of nodes in the first pattern produced by the recur-
rent BCPNN on the haloperidol data. The lower table shows the corresponding weights (ICj;). In both tables, a

shaded cell indicates a negative IC;; for the pair.

a symptom of NMS.27-28 The highlighting of dyspha-
gia can thus be considered a true positive finding.
This emphasizes the ability of this method to high-
light less well established associations, which will be
a goal of the method in the detection of previously
unsuspected syndromes.

The recurrent BCPNN highlights ADR terms
which overall have high pairwise dependencies
between members of the pattern. To illustrate this,
Table 4 shows the strength of pairwise dependen-
cies between the seventeen ADRs in the first out-
put pattern. The ADRs are listed both as columns
and rows, and their marginal counts, ¢; and c;, are
shown in the second column and the second row.
The upper table shows the joint counts ¢;; and the
lower table shows the pairwise strengths of associa-
tion (IC;;) between the ADRs which were included
in the first output pattern for the haloperidol data.

Cij i A1202 (A0116 iAQ725 (A0154 A0092 iA0791 (AQ163 :A0091 iA0093 :A0224 iAQ151. iA0210 iA0043 :A0280Q :A0576 iA0156. :AQ507.
i CilGj 723: 585: 517 i 270 i 174 i 145i 143: 125% 108 i 92i 66
A1202 | 793 - 100 171 “ 126 20 a9 24 27 22 43 6 ﬂ
A0116: 585 109 - 121 67 43 88 26 20 13 16 40 24 26 19 17 8 6
A0725: 517 171 121 - 33 38 109 18 25 14 47 30 43 35 9 38 4
A0154 i 357 67 3 - 24 11 11 12 8 20 s ISl 5

A0092 348 43 38 24 - 25 39 9 14 10 8 1 5 10 16

A0791 1 270 126 88 109 25 - 7 13 25 14 19 11 5 47 5 5
A0163 . 217 26 18 39 7 - 6 6 5 10 5 5 4 3 2
A0091i 174 20 20 25 13 6 - 19 o 2 5 6 5 6
A0093 ;. 174 13 14 11 o IS 6 19 - 3 8 8 3 7
A0224: 145 39 16 47 11 14 25 5 9 3 - 6 29 18 2 7

A0151.i. 143 24 40 30 12 10 14 10 [ 8 6 - 5 4 3 2 5
A0210.: 125 27 24 43 8 8 19 5 5 8 2 I - 4 2 6 3 1
A0043: 108 22 26 35 20 1 11 5 s s 5 4 - 5 3 2 1
0280108 19 9 8 5 5 4 3 2 4 2 5 - [ 1 2
A0s76.. 92| 43 17 o 10 47 7 3 6 s - 2 1
A0156: 66| 6 cllE s 16 5 3 5 2 3 2 1 2 - 2
A0507 60 |G 6 4 G 5 2 6 7 5 1 1 2 1 2 -
ICij__i A1202_IA0116_IA0725_/A0154 :A0092 iA0791 iAD163_iA0091 IA0093 ‘A0224 IA0151 iA0210 iA0043 iA0280 (A0576 A0156. /AQ507
i CilCj 723 585: 517 7. 348% 270% 217! 174 174i 145% 143} 125: 108i 108i 92! 66!
A1202 793[ - 116 1.98“ 2.48 0.46 169 101 137 1.28& 248 012
A0116: 585| 116 - 179 147 087 227 082 076 014 071 205 151 183 1.38 145 084 056
A0725: 517] 198 179 - 063 087 276 047 127 043 244 181 252 244 048 279 0.16
AO154 ;357 147 063 - 0.74 061 088 1.02 063 =217 0.84E088 o038

A0092 i 348 0.87 087 074 - 120 2.16 0.36 1.26 080 067 134 020 143 259

A0791: 270| 248 227 276 120 - 0.05 1.26 247 165 228 171 057 403 128 142
A0163: 217|081 o0.82 047 216 0.05 - 046 046 046 148 067 0.88 056 0.86 0.41
AQ091: 174 046 076 1.27 126 046 - 244 163083 099 1.47 1.91  2.31
A0093: 174 0.14 043 061 036 046 244 - 0.04 1.48 1.67 0.47

A0224 1 145| 169 071 244 088 126 247 046 1.63 004 - 132 379 331 014 218

A0151.:..143] 101 205 181 102 080 1.65 148 148 1.32 —- 149 116 098 087 233
A0210: 125| 1.37 151 252 063 067 228 067 099 167 379 - 136 036 217 165 021
A0043: 108| 128 183 244 217 134 171 088 147 331 149 136 - 189 1.38 128 042
A0280.:...108 138 048 0.84 020 057 056 014 116 036 1.89 —- 028 1.42
A0576: 92| 248 145 279 143 4.03 218 098 217 1.38 - 151 065
A0156 66| 012 084 0.88 259 128 086 191 0.87 165 128 028 151 - 2.13
A0507 60 056 0.16 142 041 231 233 021 042 142 065 213 -

The highlighted
commonly reported for haloperidol. Additionally, the
highlighted ADRs are not amongst those that have
the highest IC values between the drug and indi-
vidual ADRs. This emphasizes that more complex
dependencies between ADRs are detected with this
technique and that a clinically relevant pattern can
be recognized, which might have been missed by
pure individual pairwise analysis alone. Only hyper-
tonia (A0116) has positive ICs with all other ADRs
in the pattern. Every ADR is reported on at least
one report with each of the other ADRs in the high-
lighted pattern, although this is not a necessary cri-
terion for inclusion of an ADR in an output pattern.

The next four output patterns produced by the
recurrent BCPNN are listed in Tables 5-8. Parkin-
sonism, which is made up of symptoms like abnormal

ADRs were not among the most

ait, tremor, involuntary muscle contractions and
b b
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Table 5. The second pattern produced by
the recurrent BCPNN for the haloperidol

data.
Adr no Adr name
A0087 Aphasia
A0088 Ataxia
A0092 Confusion
A0093 Convulsions
A0108 Gait abnormal
A0116 Hypertonia
A0150 Speech disorder
A0154 Tremor
A0155 Muscle contractions involuntary
A0183 Insomnia
A0197 Somnolence
A0199 Thinking abnormal
A0222 Saliva increased
Table 6. The third pattern

produced by the

recurrent

BCPNN for the haloperidol data.

Adr no

Adr name

A0106
A0114
A0116
A0118
A0150
A0154
A0172
A0188
A0222
A0280
A0T24
A0731

Extrapyramidal disorder
Hyperkinesia
Hypertonia
Hypokinesia
Speech disorder
Tremor
Depression
Nervousness
Saliva increased
Dysphagia
Fatigue

Rigors

Table

7. The fourth pattern

produced by the recurrent
BCPNN for the haloperidol data.

Adr no Adr name
A0091 Coma

A0093 Convulsions
A0144 Respiratory depression
A0198 Suicide attempt
A0208 Bradycardia
A0212 Hypotension
A0437 Cardiac arrest
A0501 Cyanosis

A0502 ECG abnormal
A0507 Apnoea

AQ722 Death

Table 8.  The fifth pattern produced by the
recurrent BCPNN for the haloperidol data.

Adr no Adr name

A0043 Sweating increased
A0068 Dystonia

A007T7 Torticollis

A0102 Dyskinesia

A0108 Gait abnormal
A0116 Hypertonia

A0132 Oculogyric crisis
A0134 Opisthotonos
A0150 Speech disorder
A0154 Tremor

A0155 Muscle contractions involuntary
A0514 Dyspnoea

increased salivation, is clearly detected (see Table 5).
Also acute dystonia shown by clenching of muscles,
oculogyric crisis and laryngeal dystonia is detected
(see Table 8). However, akathisia, a condition of rest-
lessness and anxiety, is not detected, and neither is
tardive dyskinesia, a syndrome of oro-facial move-
ments, which is further characterized by sucking,
chewing, involuntary movement and repetitive piano
playing hand movements.

To detect three of the five most well known syn-
dromes for haloperidol is a very convincing result, as
syndromes are sometimes poorly characterized, and
all symptoms are rarely seen together, and still less
often reported. The use of a variety of different clin-
ical terms for the same entity within a syndrome is
a challenge to the interpretation of patterns, and is
a limitation to the generation of patterns because
of dilution. Akathisia is a probable example of this
because restlessness and anxiety are relatively non-
specific and can be reported using a variety of differ-
ent words. Tardive dyskinesia on the other hand is
often reported as a single ADR term in the database
and not as a collection of signs and symptoms.

Thus, this method has effectively associated the
pattern of ADRs that make up the NMS, and other
syndromes associated with haloperidol. This shows
that clinically important patterns can be found using
the recurrent BCPNN in the WHO database of side-
effect reports. The importance of the result is empha-
sized by the complete absence of any other method,
apart from manual inspection, for detecting such
clusters of ADRs.



For the antipsychotics subset of the WHO
database, the recurrent BCPNN generated 12 out-
put patterns. The patterns were overall rather large,
with an average of 26 ADR terms per pattern. These
patterns were also clinically valid and coherent.

5.3. AwutoClass results

The AutoClass solution to the clustering of haloperi-
dol data had only two classes. These are presented
in Tables 9 and 10 together with the probabilities
for different ADR terms given the class. The pat-
tern corresponding to the larger cluster of cases
(Table 9) contains characteristic elements of parkin-
sonism, acute dystonia, tardive dyskinesia and NMS.
The other pattern (Table 10) does contain some of
the NMS symptoms, but many unrelated terms as
well. AutoClass consequently did not effectively iden-
tify any of the syndromes associated with haloperi-
dol. For the antipsychotics data set, the AutoClass
solution again had only two classes, which were a
mixture of several groups of symptoms.

5.4. Run times

To run the recurrent BCPNN on the haloperidol data
set required 3.6 seconds for the training phase and
6.5 seconds for the recall phase. The time required

Table 9. The larger (74% of all cases) of the two
patterns produced by AutoClass for the haloperi-
dol data. NMS is Neuroleptic malignant syndrome.

Adr no Adr name P(Adr)
A0106 Extrapyramidal disorder 0.16
A0068 Dystonia 0.11
A0116 Hypertonia 0.05
A0102 Dyskinesia 0.05
A0154 Tremor 0.05
A0197 Somnolence 0.04
A0114 Hyperkinesia 0.04
A0092 Confusion 0.04
A0132 Oculogyric crisis 0.04
A0163 Agitation 0.03
A0150 Speech disorder 0.03
A1065 Dyskinesia tardive 0.03
A0222 Saliva increased 0.02
A0027 Rash 0.02
A0179 Hallucination 0.02
A0108 Gait abnormal 0.02
A1202 Neuroleptic malignant syndrome 0.02
A0908 Leucopenia 0.02
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Table 10. The smaller (26% of all cases) of
the two patterns produced by AutoClass for the
haloperidol data. NMS is Neuroleptic malignant syn-
drome. CPI is Creatine phosphokinase increased.

Adr no Adr name P(Adr)
A1202 Neuroleptic malignant syndrome 0.23
A0722 Death 0.20
A0725 Fever 0.18
A0791 Creatine phosphokinase increased 0.12
A0116 Hypertonia 0.12
A0058 Injection site reaction 0.07
A0212 Hypotension 0.07
A0437 Cardiac arrest 0.06
A0091 Coma 0.06
A0224 Tachycardia 0.04
A0057 Injection site pain 0.04
A0055 Injection site mass 0.04
A0093 Convulsions 0.04
A0151 Stupor 0.04
A0092 Confusion 0.03
A0210 Hypertension 0.03
A0576 Leukocytosis 0.03
A0106 Extrapyramidal disorder 0.03
A0360 Sgpt increased 0.03
A0359 Sgot increased 0.03
A0043 Sweating increased 0.03
A0197 Somnolence 0.03
A0893 Hyperpyrexia malignant 0.02
A0163 Agitation 0.02

to train the recurrent BCPNN on the antipsychotics
data set was 43 seconds, and the time required to
recall the 12 patterns was 4.3 seconds.

Run times for AutoClass depend on how many
EM iterations are carried out and in this choice there
is a trade-off between performance and speed. For the
haloperidol data, each EM iteration took at least five
minutes (average run times increase with the num-
ber of components in the assumed mixture). For the
antipsychotics data set, each EM iteration took at
least 30 minutes (the increase is due to the larger
number of cases and variables in this data set). In
most situations there will be a need to run one or
more EM iterations for a range of different numbers
of mixture components, so the total run times will
typically be in the order of hours. In our experiments
AutoClass was run for over 20 hours each on both the
haloperidol and the antipsychotics data sets.

All timings were performed on a computer
equipped with a Pentium III 1.4 GHz processor and
3GB of RAM.
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6. Experiments on simulated data

To further explore the performance of the recurrent
BCPNN, we also applied it to a number of simu-
lated data sets with known properties. For compari-
son, AutoClass was run on the same data sets using
the default search parameters.

6.1. Data generation

The simulated data sets are based on noisy and
incomplete samples of two artificial prototype pat-
terns (see Fig. 2), as well as added pure noise sam-
ples. In each of these data sets there are 81 binary
attributes.

Each sample can be seen as a model of an ADR
report entered into the WHO database — either
an incomplete and noisy observation of a syndrome
(sample of a prototype pattern) or an unrelated inci-
dent (noise). For the prototype samples, incomplete-
ness was simulated by only using a random subset
of the nodes in each prototype. Noise is then intro-
duced by activating a random subset of the then
inactive nodes. Pure noise samples were generated
through random activation of a given proportion of
the 81 nodes. This was carried out so that the same
number of nodes were active in the pure noise sam-
ples as in the prototype samples.

Figures 3 and 4 display examples of samples from
two of the simulated data sets.

For each simulated data set, 400 prototype sam-
ples were used with each sample having a 0.5 prob-
ability of coming from either prototype. Each data
set had a specified level of completeness and noise.

The completeness levels were: 100%, 75%, 50%
and 25%, and the noise levels were: 0%, 25%, 50%
and 75% (relative to the average number of active
nodes in the prototypes). In addition a varying

Fig. 2. The two patterns used as prototype patterns. It
is only for visual purposes they are organized as 9 x 9
matrices, rather than as 1 x 81 vectors; to the method,
spatial configuration is irrelevant.
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Fig. 3. 12 training samples at completeness level 50%
and noise level 0%. The top four samples are taken from
the diamond prototype, the middle four from the rectan-
gle prototype and the bottom four are pure noise. The
underlying prototypes are barely distinguishable.
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Fig. 4. 12 training samples at completeness level 25%
and noise level 25%. The top four samples are taken from
the diamond prototype, the middle four from the rectan-
gle prototype and the bottom four are pure noise. The
underlying prototypes are no longer distinguishable.

number of pure noise samples were added: 2000, 4000
and 16000. Thus in each experiment 48 (4-4-3) data
sets were simulated and examined.

6.2. Methods for data analysis

Both AutoClass and the recurrent BCPNN were run
on each of the 48 simulated data sets. This whole pro-
cess (including the simulation of data) was repeated



five times, in order to get more reliable estimates for
the performance of the methods.

For data sets with low levels of completeness,
AutoClass gives weak output patterns (the proba-
bility for each node to be on is overall lower). For
comparability, both AutoClass outputs and recur-
rent BCPNN outputs were therefore thresholded at
0.5 - max(m;). The thresholded patterns were consid-
ered to be true positives if the Hamming distance to
either of the prototypes was less than 5 (with a limit
of one true positive per prototype) — otherwise as
false positives.

Since AutoClass is a clustering algorithm it will,
under perfect performance, output a cluster con-
taining all the pure noise samples. Although such
a cluster does not correspond to one of our original
prototype patterns, we do not consider it to be a
false finding. Therefore for the simulated data sets
any AutoClass output pattern where all nodes are
highlighted is excluded from the analysis.

6.3. Results

Figures 5-10 display sample outputs of the two meth-
ods for different simulated data sets. Figures 11-14
display the average number of true and false pat-
terns found for each combination of completeness
and noise.

Overall, both the recurrent BCPNN and Auto-
Class perform well on a large portion of the simulated

Fig. 5. Sample output from the recurrent BCPNN at
completeness level 50% and noise level 50%, with 4000
pure noise samples. The top row displays the raw output,
and the bottom row displays the thresholded patterns.
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Fig. 6. Sample output from AutoClass at completeness
level 50% and noise level 50%, with 4000 pure noise sam-
ples. The top row displays the raw output, and the bot-
tom row displays the thresholded patterns.

R

Fig. 7. Sample output from the recurrent BCPNN at
completeness level 25% and noise level 0%, with 4000
pure noise samples. The top row displays the raw output,
and the bottom row displays the thresholded patterns.

Fig. 8. Sample output from AutoClass at completeness
level 25% and noise level 0%, with 4000 pure noise sam-
ples. The top row displays the raw output, and the bot-
tom row displays the thresholded patterns.
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Fig. 9. Sample output from the recurrent BCPNN at
completeness level 25% and noise level 25%, with 2000
pure noise samples. The top row displays the raw output,
and the bottom row displays the thresholded patterns.

Fig. 10. Sample output from AutoClass at complete-
ness level 25% and noise level 25%, with 2000 pure noise
samples. The top row displays the raw output, and the
bottom row displays the thresholded patterns.

data sets. In general, both methods effectively high-
light the true prototype patterns. On average Auto-
Class detects 1.5 of the 2 underlying prototypes and
the recurrent BCPNN 1.2. Low levels of completeness
combined with high levels of noise, however, result in
reduced performance for both methods.

While AutoClass detects true prototype patterns
more effectively than the recurrent BCPNN (espe-
cially when a large number of pure noise samples
are added), AutoClass also generates more false pos-
itive patterns (on average 1.2 compared to 0.2 for the
recurrent BCPNN).

The focus of this article is inference based on
incomplete observations. For 25% completeness, the
recurrent BCPNN generates on average 0.6 cor-
rect and 0.2 incorrect patterns, whereas AutoClass
generates 0.3 correct and 1.2 incorrect patterns.
While both methods perform understandably worse
in this domain, the recurrent BCPNN is the better
of the two.

Imperfectly recalled prototypes are observed for
the recurrent BCPNN but rarely so for AutoClass.
More thorough inspection of the results indicate that
whereas the performance of the recurrent BCPNN
gradually deteriorates as incompleteness and noise
levels increase, AutoClass tends to find the underly-
ing prototypes either well or not at all.

7. Discussion

Our results on the simulated data indicate that for
a wide range of noise and completeness levels, both
methods are effective (97% of the correctly recalled
patterns are in fact within a Hamming distance of 1).
However, it is noteworthy that for the most interest-
ing type of data sets (those with low completeness)
the recurrent BCPNN performs better.

The results on the real world WHO ADR data
sets are significantly better for the recurrent BCPNN
than for AutoClass. The poor performance of Auto-
Class on these data sets may in part be due to high
levels of incompleteness in the observations, but the
large size of these data sets also plays a crucial role.

As shown in Secs. 3.1 and 4.1, the time and mem-
ory requirements on data sets such as the WHO
database, where there are many more cases than
attributes, are much lower for the recurrent BCPNN
than for AutoClass. This is demonstrated by the run
times given in Sec. 5.4.

A potential disadvantage with the recurrent
BCPNN is a restriction in the maximum number
of classes that can be stored in the network (see
Sec. 2.1). If the number of classes in the data exceeds
this capacity, there is the risk of so called catas-
trophic forgetting.?? However, this is rarely a prob-
lem since in practice the capacity often far exceeds
the number of fixed points we can reasonably expect.
For example, in the haloperidol data set, the capac-
ity is 0.13 - (721/log721)? ~ 1500 which is of the
same order of magnitude as the number of cases we
have presented to the network.
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Fig. 11. Average number of recalled patterns that were correct (white) and incorrect (black) for varying levels of
added noise.
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Fig. 12. Average number of recalled patterns that were correct (white) and incorrect (black) for varying levels of
added noise.
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The recurrent BCPNN has a clear benefit com-
pared to AutoClass, in that it does not generate
many false positives, and consequently does not
require elaborate methods to distinguish true from
spurious output patterns.

AutoClass requires an assumption of the max-
imum number of classes that exist in the data
set, thus forcing a trade-off between computational
tractability and reliability of the output. For the
recurrent BCPNN there is no such constraint.

In the version of the recurrent BCPNN described
in this article, there is only one node per attribute. A
different architecture has been proposed where sep-
arate nodes are used to encode each attribute value
(e.g., a binary attribute would have two nodes),3"
and the benefits of such an architecture will be inves-
tigated.

In the future we will also use this method to look
for syndromes related to other drugs in the WHO
database, as well as look for other types of patterns
amongst the other variables in the data set. We also
intend to implement the method on other data sets.

The effectiveness of the recurrent BCPNN in
unsupervised pattern recognition is encouraging for
its use on other data sets with a high proportion of
incomplete observations. The results on the WHO
data are impressive, although their generalizability
to all other areas of the database is hard to guar-
antee, since the levels of noise and incompleteness
are unknown and can be expected to vary. However,
our experiments with simulated data indicate that
the recurrent BCPNN is robust over a wide range
of noise and incompleteness levels. As the recurrent
BCPNN is already tractable for large data sets such
as the WHO database, this makes it a highly promis-
ing data mining tool.
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